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Abstract. The use of ICT solutions applied to Healthcare in distributed scenar-
ios should not only provide improvements in the distributed processes and ser-
vices they are targeted to assist but also provide ways to trace all the meaning-
ful events and decisions taken in such distributed scenario. Provenance may be 
an innovative way to trace such events and decisions in Distributed Health Care 
Systems, by providing ways to recover the origin of the collected data from the 
patients and/or the medical processes. Here we present a work in progress to 
apply provenance in the domain of distributed organ transplant management. 

1   Introduction 

Cooperation among people using electronic information and techniques is more 
and more common practice in every field including healthcare applications as well. In 
the case of distributed medical applications the data (containing the healthcare history 
of a single patient), the workflow (of the corresponding processes carried out to that 
patient) and the logs (recording meaningful events) are distributed among several 
heterogeneous and autonomous information systems. These information systems are 
under the authorities of different healthcare actors like general practitioners, hospi-
tals, hospital departments, etc. which form disconnected islands of information. In 
order to provide better healthcare services, the treatment of the patient might require 
viewing these pieces of workflow and data as a whole.  

Also, having an integrated view of the workflow execution and the logs may be-
come important in order to analyse the performance of distributed healthcare services, 
and to be able to carry out audits of the system to assess if needed, that for a given 
patient the proper decisions were made and the proper procedures were followed. For 
all that there is a need to be able to trace back the origins of these decisions and proc-
esses, the information that was available at each step, and where all these come from. 
In order to support this in this paper we propose to make distributed medical applica-
tions provenance-aware. Our working definition for provenance is the following: 



“the provenance of a piece of data is the process that led to the data” [1,2]. Prove-
nance enables users to trace how a particular result has been achieved by identifying 
the individual and aggregated services that produced a particular output by recording 
assertions about a workflow execution in special assertion stores, the provenance 
stores. These stores, unlike standard logging systems, organize assertions in a way 
that complex queries can be executed to extract provenance information about indi-
vidual aspects of a process or a full execution trace. 

The contents of this paper are as follows. In section 2 we present the organ alloca-
tion scenario that we use as example and the applications we are developing for it. 
Then in section 3 we describe how provenance is handled in our applications. Section 
4 presents related work and finally section 5 presents some conclusions. 

 

 

Fig. 1. The OTM application. 

2   Problem Domain 

Treatment of patients through the transplantation of organs or tissue is one of the 
most complex medical processes currently carried out, as it is a distributed problem 
involving several locations (donating hospital, potential recipient hospitals, test labo-
ratories and organ transplant authorities, see Figure 1), a wide range of associated 
processes, rules and decision making. It is recognized worldwide that ICT solutions 
which increase the speed and accuracy of decision making could have a very signifi-
cant positive impact on patient care outcomes. Electronic systems that might be im-
plemented for transplant management can be divided into two main types: a) systems 



for distributed transplantation management and b) systems for Medical Record man-
agement. 

2.1 Distributed Transplant Management : the OTM application 

The Organ Transplant Management (OTM) Application aims to speed up the allo-
cation process of solid organs to improve graft survival rates. Its policy implements 
the Spanish guidelines for organ and tissue procurement and Spanish regulations for 
allocation, as Spain is world leader in the area, followed as a model by other coun-
tries. OTM uses standard web service technology and has been adapted to be prove-
nance-aware, by interacting with the provenance stores in order to keep track of the 
distributed execution of the allocation process for audit purposes. 

Figure 1 summarizes the different administrative domains (solid boxes) and units 
(dashed boxes) that are modelled in the OTM application. Each of these interact with 
each other through Web Service interfaces (circles) that send or receive messages. 
The Organ Transplant Authority (OTA) is an administrative domain with no internal 
units. In a transplantation management scenario, one or more hospital units may be 
involved: the hospital transplant unit, one or several units that provide laboratory tests 
and the unit that is responsible for the patient records (which will use the EHCR ap-
plication services, see section 2.2). The diagram also shows some of the data stores 
that are involved: apart of the patient records, these include stores for the transplant 
units and the OTA recipient waiting lists (WL). Hospitals that are the origin of a 
donation also keep records of the donations performed, while hospitals that are re-
cipients of the donation may include such information in the recipient's patient record. 
The OTA has its own records of each donation, stored case by case. 

By transforming OTM into a provenance-aware application, we augment OTM 
with a capability to produce at execution-time an explicit representation of the proc-
ess actually taking place (see example in Figure 2). Such representation can be then 
queried and analysed in order to extract valuable information to validate, e.g., the 
decisions taken in a given case, or to make an audit of the system over a period of 
time. 

2.2   Medical Record Management: the EHCR System 

The EHCR System provides a way to manage electronic health records distributed 
in different institutions. The architecture provides the structures to build a part of or 
the entire patient’s healthcare record drawn from any number of heterogeneous data-
bases systems in order to exchange it with other healthcare information systems. The 
EHCR architecture has two external interfaces: a) a Web Service that receives and 
sends messages (following ENV13606 pre-standard format [3]) for remote medical 
applications; and b) a Java API for local medical applications that can be used to 
access the EHCR store directly. The application also uses an authentication Web 
Service to authorize request messages from remote health care parties.  



Making the EHCR system provenance-aware provides a way to have a unified 
view of a patient’s medical record with its provenance (i.e. to connect each part of the 
medical record with the processes in the real world that originated it and/or the indi-
viduals, teams or units responsible for each piece of data). 

3   Provenance Handling in the OTM Application Domain 

The Provenance architecture developed within the PROVENANCE project [1] as-
sumes that the distributed system can be modelled using a service-oriented approach. 
In this abstract view, interactions with services (seen as actors) take place using mes-
sages that are constructed in accordance with service interface specifications.  

In the case of the OTM application, each organisational unit (the transplant unit, 
the ER unit, the laboratories) is represented by a service. Staff members of each unit 
can connect to the unit services by means of GUI interfaces. The provenance of a data 
item is represented by a set of p-assertions, documenting steps of the process, and 
they are stored and managed in  provenance stores. The distributed execution of the 
OTM services is modeled as the interaction between the actors representing the ser-
vices, and recorded as interaction p-assertions (assertions of the contents of a mes-
sage by the actor that sent or received it) and relationship p-assertions (assertions that 
describe how the actor obtained an interactions’output data by applying some func-
tion to input data from other interactions). As in the OTM scenario a decision de-
pends on a human making the decision, additional actor state p-assertions (assertions 
made by actors about their internal state in the context of a specific interaction) are 
recorded, containing further information on why the particular decision was made 
and, if available, the identities(s) of the team members involved in the decision.  

The application of the provenance architecture to the OTM system had to over-
come two challenging issues: a) the provenance of most of the data is not a computa-
tional service, but decisions and actions carried out by real people in the real world; 
b) past treatments of a given patient in other institutions may be relevant to the cur-
rent decisions in the current institution, so p-assertions about the processes underwent 
in those previous treatments should be connected somehow to the current p-
assertions.  An example on how we deal with both issues can be found in section 3.2. 

3.1   Provenance Questions 

In both the OTM and the EHCR systems, the provenance architecture should be 
able to answer the following kind of questions, related to a given patient (donor or 
recipient) or to the fate of a given organ: 

• where did the medical information used on each step of the process came 
from,  

• which medical actor was the source of information. 
• what kind of medical record was available to actors on each step of the process 
• when a given medical process was carried out, and who was responsible for it. 
• when a decision was taken, and  what was the basis of the decision  



• which medical actors were asked to provide medical data for a decision 
• which medical actor refused to provide medical data for a decision 
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 Fig. 2. Example scenario: (top) Interactions of the OTM components involved in a 
donation decision; (bottom) DAG showing the provenance of the donation decision. 

3.2   An example 

To illustrate how provenance is handled in the OTM application, let us see how the 
provenance of a medical decision is recorded and then queried. Figure 2 (top) shows 
a simplified view over a subset of the donation process. We consider a patient who 
has previously given consent to donate his organs. As the patient’s health declines 
and in foresight of a potential organ donation, one of the doctors requests the full 
health record for the patient and then orders a serology test1 through the OTM appli-

                                                           
1 A serology test is usually perfomed over blood samples to detect viruses (HIV, Hepatitis B/C,  

sífilis, herpes or Epstein-Barr virus), which, if present in the organ, can pass to the recipient. 



cation. After brain death is observed and logged into the system (along with the re-
port certifying the brain death), if all requested data and analysis results have been 
obtained, a doctor is asked to make a decision about the patient being a potential 
donor. This decision is explained in a report that is submitted as the decision’s justifi-
cation. 

Figure 2 (top) shows the OTM components for this small scenario and their inter-
actions. The Transplant Unit User Interface passes requests (TU.1, TU.2) to the OTM 
Donor Data Collector service, which gets the electronic record from the EHCR sys-
tem (OTM.1, OTM.2). Sometimes all or parts of the record are not in the same insti-
tution but located in another institution (HC.1, HC.2). The Donor Data Collector 
service also sends the request for a serology test to the laboratory and gets back the 
result (OTM.4), along with a detailed report of the test.  Reports are also passed in the 
case of the Brain Death notification (TU.3) and the final decision report (TU.5).  

Figure 2 (bottom) graphically represents the subset of the p-assertions produced by 
the provenance-aware OTM which are related to the donation decision. The part of 
the process that happens within the electronic system is represented by interaction p-
assertions (response_to) for all interactions (TU.x, OTM.x, HC.x), and relationship p-
assertions (caused_by, based_on) capturing dependencies between data. Even though 
what happens in the system has a parallelism to what happens in the real world, as we 
already said this is not enough to fully answer which is the provenance of a given 
decision. To solve this, we connect the electronic process to the real world by adding 
actor state p-assertions stating who logged the information in the system 
(is_logged_in) and when (not shown in picture), which are the reports that justify a 
given state in the system (justified_by), who are the authors of these reports (au-
thored_by) and when the action reported was performed or the decision taken (not 
shown). Following back the p-assertions graph in Figure 2 we can trace the prove-
nance of the donation decision, how it was based in some data and test requests, how 
a brain death notification is also involved, who requested the information, where it 
came from (in some cases it might come from the EHCR from another hospital), who 
authored the justifying reports in the main steps of the process.  

In those cases (as in Figure 2) where the decision might be based on medical data 
coming from tests and medical treatments carried out in other institutions, another 
issue to solve is the following: how to find, retrieve and incorporate the provenance 
of the data coming from the other institution? If the provenance stores of the different 
institutions are connected, to solve the aforementioned problem is to solve the issue 
of matching the different p-assertions related to the same patient. If this match is 
done, then actors can make p-assertions that link together the separated sets of p-
assertions to create a larger provenance document providing an integrated view of the 
healthcare history of the patient. The matching can be done with the help of a patient 
identifier known to all actors. For privacy reasons the patient identity has to be ano-
nymised. In the OTM application the EHCR systems applies case identifiers (identifi-
ers created at run-time) as tracers to make connections between sets of p-assertions. 
The result (not shown on Figure 2) would be that the provenance of Patient Data 
Hospital B would be added to the DAG as part of the provenance of the Donation 
Decision.  Linking provenance stores in different administrative domains raises some 
challenging issues on privacy and security, though (see [4] for more details). 



We had to find equilibrium between the amount of collected data and the level of 
interference such data collection may cause in the real medical process. The use of 
the reports and the information logged by the staff does not give complete informa-
tion about what happens in real world, but gives more than enough information to 
trace the individual or team involved, while not introducing an excessive increase of 
workload on the medical staff (we use the same reports medical staff already pro-
duces). It is important to note that the person who is logged in might not always be 
who authors the justifying reports (both are recorded in OTM), and the time when 
things are reported to the system might not be the time when things have happened 
(both also recorded in OTM). This is common practice in medical teams: most of 
reporting is delegated to a team member having the proper credentials and time to do 
it,2 although the report may be later checked and even signed by a prominent member 
of the team.  

4   Related Work 

In those first investigations which started to record the origin and history of a piece 
of data, the concept was called lineage. In the SDTS standard [5],  lineage was a kind 
of audit trail that traces each step in sourcing, moving, and processing data, mainly 
related to a single data item, a logical data record, a subset of a database, or to an 
entire database [6, 7]. There was also relationship to versioning [8] and data ware-
houses [9]. The provenance concept was later further explored within the GriPhyN 
project [10]. These techniques were used in [11] in two respects: 1) data was not 
necessarily stored in databases and the operations used to derive data items might 
have been arbitrary computations; and 2) issues relating to the automated generation 
and scheduling of the computations required to instantiate data products were also 
addressed. The PROVENANCE project [1] builds on these concepts to conceive and 
implement an industrial strength open provenance architecture for grid systems. 

In organ allocation management, there are few ICT solutions giving powerful sup-
port to the allocation of human organs. The EUROTRANSPLANT system [12] is a 
centralised system where all information and decisions are made in a central server, 
and all activity is recorded in standard logging systems. The Swisstransplant system 
[13], is a distributed system which combines agent technology and constraint satisfac-
tion techniques for decision making support in organ transplant centers. In this case 
all activity is also recorded in standard logging systems. Up to our knowledge, the 
application of provenance techniques to distributed transplant management is novel.  

                                                           
2 Records of the process are usually done at the end of any step in the allocation process in 

order to avoid delays in critical steps: for instance, a surgeon should not stop the implanta-
tion of an organ in the recipient to go to the GUI interface and record his last decisions and 
actions taken. If there is enough personnel in the surgery room, a nurse or an assistant will 
record the events and decisions in parallel; if not, recording is done after the surgery. 



5   Conclusions and ongoing work 

In this paper we present an application of a service-oriented architecture for prove-
nance applied in distributed medical systems. We used as example the domain of 
human organ allocation for transplantation purposes, where provenance is used to 
trace the actors that were involved in the important steps of the process (e.g., a medi-
cal decision) and to provide an integrated view of the medical history of a patient 
through the recollection of the medical treatment processes carried out in one or sev-
eral institutions. In the context of the PROVENANCE project we are building a first 
demonstrator of this application. Evaluation is planned with some hospital and trans-
plant coordinators in Spain, who will give us feedback in the lasts steps of the devel-
opment and fine-tuning of the application.  
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